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## What is NLP?

NLP (Natural Language Processing) is a field at the intersection of computer science, artificial intelligence (AI), and linguistics that focuses on enabling machines to understand, interpret, generate, and interact using human language.

## Common tasks in NLP

Text Classification: Assign categories to text

Tokenization: Break text into words or sentences

Named Entity Recognition (NER): Find names, dates, etc. in text.

Part-of-Speech Tagging: Label words by grammatical role

Machine Translation: Translate between languages

Text Generation: Generate human-like text

Question Answering: Find answers from text

Speech Recognition: Convert speech to text

## What is spaCy?

SpaCy is natural language processing library for python. It designed to help computer understand human language in efficient, powerful and production ready way.

## What can spaCy do?

spaCy can analyze and process text with variety of built-in capabilities:

1. Tokenization: split text into tokens (words, punctuation, etc.)
2. Part-of-speech (POS) tagging: identify each word’s grammatical role (noun, verb, etc.)
3. Named Entity Recognition (NER): Detect names of people, places companies, dates, etc.
4. Dependency Parsing: Understand sentence structure (who did what to whom)
5. Lemmatization: Get the base form of a word (“running” to “run”)
6. Sentence Segmentation: Detect where sentences begin and end.
7. Word vectors & similarity: Measure how similar words/sentences are (using embeddings)
8. Text classification: Categorize text into topics, labels or sentiments (trainable)

## spaCy’s Pipeline

spaCy takes the text and runs it through a sequence of processing steps, known as the NLP pipeline is modular -each step performs a specific task and adds information to the Doc object

when loading a model like en\_core\_web\_sm, the default pipeline looks like this:

[Tokenizer] → [Tagger] → [Parser] → [NER] → [Attribute Ruler] → [Lemmatizer]

1. Tokenizer: it splits the raw text into tokens (words, punctuation, etc.) every other step relies on this
2. Tagger (Part-of-speech tagger): assigns a part of speech (noun, verb, etc.) to each token it uses grammar analysis, syntactic pattern matching, etc.
3. Parser (Dependency Parser): analyzes the syntactic structure of the sentence, it finds which words depend on which (subject-verb-object relationships)
4. NER (Named Entity Recognizer): detects named entities in text: people, companies, money, dates, etc. and it adds .nets to the Doc, which is a list of all entities found.
5. Attribute Ruler: overrides or corrects token attributes (like POS, lemma) using rules. It used to fix common errors or customize behavior
6. Lemmatizer: reduces each word to its base form (lemma).

You can customize the pipeline (add or remove steps), even train your own models.

## Pretrained Models

spaCy provides many models out of the box, like:

* "en\_core\_web\_sm" → English, small (fast but less accurate)
* "en\_core\_web\_md" → English, medium (has word vectors)
* "xx\_ent\_wiki\_sm" → Multilingual NER model

## Containers

Containers are spacy objects that contain a large quantity of data about a text.

When we analyze texts with the spacy framework, we create different container objects to do that.

List of spacy containers:

* Doc
* DocBin
* Exampling
* Language
* Lexeme
* Span
* SpanGroup
* Token

### Doc

Doc is the main container for a processed text in spaCy. It holds all the annotations, like tokens, entities, sentences, and more. It is container for Tokens and spans

Spans: A slice of the Doc made up of consecutive tokens.

It is like parsed, intelligent version of the text.

Key components of a Doc:

1. Token: each word, punctuation, or symbol in the text.

for token in doc[0:10]:

    print (token)

#This is a tokenized version of text

#It is split into tokens (words, punctuation, numbers, etc.) according to spaCy's tokenizer

# can access each token

for token in text.split()[0:10]:

    print (token)

#The difference between the spaCy and split function that spaCy separate things like () from the words but the split function not

1. Text: the original full text.
2. Sentences: automatically segmented sentences.

for sent in doc.sents:

print(sent)

sentence1 = doc.sents[0] #doc.sents is a generator (not a list).

**TypeError**: '\_cython\_3\_1\_1.generator' object is not subscriptable

Why doc.sents a generator?

Using generator saves memory and improves performance especially when processing large documents. It avoids creating all sentences at once unless you need them

sentence1 = list(doc.sents)[0]

print (sentence1)

The solution is to convert the generator to a list

1. Entities: Named entities (like names, locations, organizations)
2. Noun chunks: Base noun phrases.
3. Vectors / Similarity: if using models with word vectors.

Internally, Doc is optimized using Cython and acts like a read-only container, efficiently storing annotations while being memory-friendly.

### Token

A Token is an object in spaCy that represents a **word**, **punctuation mark**, **number**, or **symbol** in your text.

It can be accessed like:

for token in doc:

    print(token.text)

Common token attributes:

| **Attribute** | **Description** | **Example** |
| --- | --- | --- |
| .text | The original word or symbol | "Apple" |
| .lemma\_ | The base form of the word | "running" → "run" |
| .pos\_ | Part-of-speech (broad category) | "NOUN", "VERB" |
| .tag\_ | Detailed part-of-speech | "NNP", "VBD" |
| .dep\_ | Syntactic dependency label | "nsubj", "dobj" |
| .head | The syntactic parent of this token | Token object |
| .shape\_ | Word shape (capitalization, punctuation) | "Xxxx", "d" |
| .is\_alpha | Is the token alphabetic? | True/False |
| .is\_stop | Is the token a stop word? | True/False |
| .is\_punct | Is it a punctuation mark? | True/False |
| .ent\_type\_ | Named entity type (if any) | "PERSON", "ORG" |
| .like\_num | Does it look like a number? | True for "42" |
| .n\_lefts, .n\_rights | Number of children in the dependency tree | Useful for parsing |
| .idx | Character offset of the token in the original text | e.g., 10 |

## Word vectors

Word vectors or word embeddings are numerical representation of words in multidimensional space through matrices typically a list of 100 to 300 numbers — that captures its semantic meaning.

Instead of thinking about words as just strings like “cat” or “car” word vectors can map them into vector space

The purpose of the word vector is to get a computer system to understand a word. Computers cannot understand text efficiently. They can process numbers quickly and will, so it is important to convert a word into a number.

The methods for creating word vectors in a pipeline take all words in a corpus and convert them into a single, unique number. These words are stored in a dictionary that would look like this: {“the”:1, “a”, 2} etc. this is known as a bag of words, this approach to representing words numerically however, only allow a computer to understand words numerically to identify unique words. It doesn’t allow a computer to understand meaning

Word vectors are used because they capture meaning and context

| **Words** | **Are Close In Vector Space** |
| --- | --- |
| "king" and "queen" | Similar in meaning |
| "Paris" and "France" | Related place and country |
| "run" and "walk" | Both are verbs of motion |
| "apple" (fruit) vs "Apple" (company) | Context helps distinguish them (in modern models like BERT) |

Visual Intuition (simplified to 2D):
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|
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|
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This geometric structure is what allows:

vector("king") - vector("man") + vector("woman") ≈ vector("queen")

## Spacy Pipes

Spacy is much more than an NLP framework. It is also a way of designing and implementing complex pipelines.

A pipeline is a sequence of pipes, or actors on data, that make alterations to the data or extract information from it. In some cases, later pipes require the output from earlier pipes, in other cases a pipe can exist entirely on its own. An example can be seen in the graph below.

**Sample pipeline for NER**

Entity ruler

Output sentence with entities annotated

Entity linker

Input sequence